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Towards Surpassing multimodal GPT-44



What is Computer Vision in the Wild (CVinW) ?

Developing a transferable foundation model/system that 
can effortlessly adapt to a large range of visual tasks in the wild. 

It comes with two key factors: 

The task transfer scenarios are broad
The task transfer cost is low.

⭐
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https://github.com/Computer-Vision-in-the-Wild

https://www.youtube.com/@cvinw

ELEVATER: A Benchmark and Toolkit for Evaluating Language-Augmented 
Visual Models, NeurIPS 2022

https://github.com/Computer-Vision-in-the-Wild
https://www.youtube.com/@cvinw


CVinW vs other CV settings1️⃣



Parameter-

Efficiency

Sample-Efficiency

Zero-shot Few-shot Full-shot

Prompt with

Linear Probing

Fine-Tuning

Frozen Models
Most inexpensive

Most expensive

2D space for the definition of adaptation cost 

Low

High

Adaptation 

Cost 
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Vision-Language Pre-Training: Basics, Recent Advances, and Future Trends
Foundations and Trends® in Computer Graphics and Vision, 2022

Examples of Vision Tasks: An Image Understanding Perspective
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Input

Output

From Image to Language

Image Understanding

A Data View A Modeling View A Benchmark View

Increased 

Data 

Scale

Increased 

Semantic 

Richness

Image-Only

Image-Language 

(Billion) 

Box-Language

(Million)

Mask-Language

(Thousands)

EsViT 

(ICLR 2022)

UniCL & Florence 

(CVPR 2022)

GLIP

 (CVPR 2022)

X-Decoder

(CVPR 2023)

Classification

Detection

Segmentation
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Input

Output

Image Understanding
From Image to Language

Input

Output

Image Generation
From Language to Image

From Image Understanding to Image Generation
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Image Generation

A Data View A Modeling View A Benchmark View

Increased 

Data 

Scale

Increased 

Semantic 

Richness

Image-Only

Image-Language

Box-Language

Mask-Language

GLIGEN

 (CVPR 2023)

Classification

Detection

Segmentation

Input

Output

From Language to Image

GLIGEN: (box, concept) → image 

GLIP: image → (box, concept)



GLIGEN
Grounded Language-to-Image Generation
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Project: https://gligen.github.io/ Demo: https://aka.ms/gligenCVPR 2023

Acknowledgements to the V-Team Members

Text-to-Image Generation3



The Space of Text-to-Image Generative AI

DALLE | DALLE2

NUWA

Imagen | Parti | Muse

CM3 | Make-A-Scene

Latent Diffusion Models (LDM) 

Stable Diffusion (SD) 1 & 2

❑ Open Source

❑ Major Tech Companies
❑ Microsoft
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Research Production

❑ Startup



Text-to-Image Generation Models

An astronaut playing basketball with cats in space

a pixar style character 

of a happy elderly 

man walking a dog

astronaut skate 

boarder in space, in 

the style of vaporwave

a women hugging a 

giant cat with a smile 

in the park, digital art

A castle in a fantasy world with 

a unicorn and a rainbow, 

painted in the style of Raphael
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DALLE2

Limitations with Language Prompt Alone

An astronaut playing basketball with cats in space

a women hugging a 

giant cat with a smile 

in the park, digital art

I’d like to put different objects in 
specific positions and sizes I want

Emm, the cat is way too giant, I’d like 
to make the cat as giant as the girl

Adding “blackball is on top, 
astronaut on left, cat on right”

Adding “the cat as giant as the girl”
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“Severely limited in their ability to generate multiple 
objects or the specified spatial relations”

Benchmarking Spatial Relationships in Text-to-Image Generation
https://arxiv.org/abs/2212.10015

DALLE2

https://arxiv.org/abs/2212.10015


A. Better Alignment with Human Intent

Disclaimer: The current GLIGEN is built with open-sourced Stable Diffusion, the technique is transferable to DALLE2
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B. Much Lower Development Cost



| Video Demo (Total: 5:45 minutes)
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A. Better Alignment with Human IntentGLIGEN

https://www.bilibili.com/video/BV12X4y1D7M2/?spm_id_from=333.788.recommend_more_video.6

https://microsoft-my.sharepoint.com/:v:/p/chunyl/EcKS8BFOfy5GlaVGi2EnpSgBYIUOVrBG_nMGyAOHg6NaaA?e=8D8936
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GLIGEN
×

• Spatial: position, size, height/width …

• Visual: artistic style, customer brand, personalization… 

Human Intents

|A. Better Alignment with Human IntentGLIGEN
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Modulated Training

GLIGEN | B. Low Cost
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Visual Caption 

Self-Attention

Cross-Attention

Transformer in Diffusion Models

Gated Self-Attention

Grounding

Plug-and-play 

trainable module



Training Cost

GLIGEN | B. Low Cost
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2.5%
GPU Hours

0.7%
Training Data

GLIGEN 16 V100 GPUs for 10 days 

(Total: 3,840 GPU hours)

16 million images

Stable Diffusion-v1

(from scratch)

256 A100 GPUs for 24 days 

(150,000 GPU hours)

2.3 billion images



GPT3.5 ChatGPT

Language Generation

A. Better Alignment 

with Human Intent

B. Much Lower 

Development Cost

ChatGPT/InstructGPT are better aligned 

with users than GPT3/3.5 in following 

human intent and perform the language 
task that the user wants 

Less than 2% of the compute and data 

relative to model pretraining

https://openai.com/blog/instruction-following/

https://openai.com/blog/chatgpt

https://openai.com/alignment/

--The similar spirits, but in the image domain

The connections to the trends in NLP 
GLIGEN | A Roadmap

DALLE2 GLIGEN

Image Generation

GLIGEN is better aligned with users than 

DALLE2 in following human intent and 

perform the image generation/editing task 
that the user wants 

Less than 3% of the compute and 1% of 

data relative to model pretraining
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A General-Purpose Visual Assistant
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❑ Instruction Tuning with GPT-4 (GPT-4-LLM)

❑ Visual Instruction Tuning with GPT-4 (LLaVA)

Towards Building Multimodal GPT-4: Image-to-text generation



Language Generation: Large Language Models (LLM)

GPT-3
ChatGPT

InstructGPT
GPT-4

LLaMA
Open Source 

Community
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GPT-2

In-context-learning

Chain-of-thoughts (CoT)
What’s new?

Instruction-Following

Multimodal Input with image

In-context-learning

Chain-of-thoughts (CoT)
Instruction-Following

In-context-learning

Chain-of-thoughts (CoT)

Alpaca Vicuna

GPT-4-LLM LLaVAOur Contributions

Data-Centric, NOT Model-Centric



Instruction Tuning with GPT-4

Teacher
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https://instruction-tuning-with-gpt-4.github.io/

Baolin Peng*, Chunyuan Li*, Pengcheng He*, Michel Galley, Jianfeng Gao (* Equal contribution)

Alpaca VicunaLLaMA

GPT-3.5 ShareGPT
(Human & GPT)

None

Self-Instruct with Strong Teacher LLMs

52K • 52K English & Chinese

• Feedback Data

700K
(70 conversions)

LLM Chatbot

Reward Model

Instruction-

following 

Data

GPT-4

(text-only)

GPT-4-LLM
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ResultsResults on Chatbot

All chatbots against ChatGPT

All chatbots against GPT-4

Evaluation Metric: Ask GPT-4 to rate 

the two model responses (1-10), then 

compute the ratio, i.e. relative score 

Findings:

• A VERY CONSISTENT Evaluation Metric !

• Our model LLaMA-GPT4 is performing closely 

to SoTA opensourced Chatbot, though with 

smaller training data and model size.
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Results on Reward Model

1. Feedback Data: Ask GPT-4 to rate the responses from three models from 1~20

2. Reward Model: Training OPT on the ranking data

3. Evaluation: Decode 5 responses for each unseen instruction, then rank them. 

Relative score again GPT-4

(the scores are also rated by GPT-4) Feedback Data Distribution



Visual Instruction Tuning with GPT-4

Teacher
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https://llava-vl.github.io/

Haotian Liu*, Chunyuan Li*, Qingyang Wu, Yong Jae Lee (* Equal contribution)

Alpaca VicunaLLaMA

GPT-3.5 ShareGPT
(Human & GPT)

None

Self-Instruct with Strong Teacher LLMs

GPT-4

(text-only)

GPT-4-LLM

52K • 158K multimodal instruction following data700K
(70 conversions)

Multimodal Chatbot

Instruction-

following 

Data

GPT-4

(text-only)

LLaVA

But No Teacher is available on multiGPT4?

(First & High Quality)

Large Language and Vision Assistant
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• Rich Symbolic Representations of Images 

GPT-assisted Visual Instruction Data Generation

• In-context-learning with a few manual examples

→ Text-only GPT-4
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Three type of instruction-following responses

GPT-assisted Visual Instruction Data Generation
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❑ Architecture

LLaVA: Large Language-and-Vision Assistant

❑ Two-stage Training 

•Stage 1: Pre-training for Feature Alignment.

Only the projection matrix is updated, based on a subset of CC3M.

•Stage 2: Fine-tuning End-to-End. Both the projection matrix and LLM are updated

•Visual Chat: Our generated multimodal instruction data for daily user-oriented applications.

•Science QA:  Multimodal reasoning dataset for the science domain.
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Visual Chat: Towards building multimodal GPT-4 level chatbot

❑ Two-stage Training 

Overall, LLaVA achieves 85.1% relative score compared with GPT-4

An evaluation dataset with 30 unseen images, 90 new language-image instructions
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Science QA: New SoTA with the synergy of LLaVA with GPT-4

• LLaVA alones achieve 90.92%

 

• We use the text-only GPT-4 as the 

juedge, to predict the final 

answer based on its own previous 

answers and the LLaVA answers.

 

• This ``GPT-4 as juedge'' scheme 

yields a new SOTA 92.53%

• GPT-4 is an effective model 

ensemble method
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mini-GPT4

Example 1:  Extreme Ironing

Strong Visual Reasoning Ability



Example 2:  Chicken Nugget Map

Strong Visual Reasoning Ability

mini-GPT4
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Example 1:  CVPR & Vancouver

Strong OCR Ability
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Example 2:  CVinW workshop

Strong OCR Ability
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Example 3:  LLaVA

Strong OCR Ability
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LLaVA-Med: Training a Large Language-and-Vision Assistant for Biomedicine in One Day

https://aka.ms/llava-medChunyuan Li*, Cliff  Wong*, Sheng Zhang*, et al(* Equal contribution)



CVinW
Foundation Models

GLIGEN

Q&A | Thanks

Generated by GLIGEN

Text-to-Image
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LLaVA
Image-to-Text

Better Alignment with  Human Intent
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